## The power of grids

Geometric Approximation Algorithms

## Overview

## techniques

grids
randomization and backward analysis

## geometric problems

closest pair
smallest disk enclosing $k$ points cluster radius (exercise)
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## Motivation

- Fundamental problem in Computational Geometry
- Applications in Geographic Information Systems, e.g., find closest airplanes for air traffic control
- Subroutine in other algorithms, e.g., for clustering or matching
- Computing closest pair with grids instrumental for field of randomized algorithms
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Firet step $O(n)$-time decision algorithm: $\quad \exists p, q \in P:\|p-q\|<\alpha ? \quad(p \neq q)$.
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## Correctness

Line 2: If $>4$ points in cell
$\Rightarrow \exists p, q$ in a subcell of sidelength $\frac{\alpha}{2}$
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## Running time

$O($ (第 $)+O(n)+n \cdot O(9 \cdot 4)+O(1)=O(n)$
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First step: Decision problem
$\mathrm{A}^{\prime}$ ) Give an $O(n+k)$ algorithm (for given $\alpha^{\prime} \geq 0$ ) that outputs
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Needs to correctly decide $r \leq \alpha^{\prime}$, except if $r$ only slightly larger
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## Backwards analysis

To analyze insertion of $p_{i}$ : consider grid after inserting $p_{i}$.

Which points would have caused the grid to change?
$\rightarrow$ probability $\leq 2 / i$


E[ Time to insert $\left.p_{i}\right]=O(i) \cdot 2 / i \quad+\quad O(1) \cdot 1 \quad=O(2 i / i+1)=O(1)$ time • probability otherwise rebuilding the grid
$\mathrm{E}[$ Overall running time $]=n \cdot O(1)=O(n)$
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## Quiz

How often do we need to rebuild the grid in expectation?
A $O(1)$
B $O(\log n)$
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$E\left[\sum_{i=3}^{n} X_{i}\right]=\sum_{i=3}^{n} E\left[X_{i}\right] \leq \sum_{i=3}^{n} 2 / i \leq \int_{3}^{n+1} 1 / x d x=O(\log n)$
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Note: Careful in backward analysis (e.g. use canonical grids, i.e., change size by powers of 2 )
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## Runtime:

- Steps 1,2 can be achieved by recursively adding median lines, until at most $k / 4$ points left

Recurrence: $T(n)=2 T(n / 2)+O(n)$ stopping at $n \leq k / 4 \quad \rightarrow O(n \log (n / k))$

- Step 3 takes $O(n)$ time for each of the $m^{2}$ grid points, where $m=O(n / k)$ $\rightarrow O(n(n / k))^{2}$ time

Approximation ratio: Observe that the optimal disk contains at least one grid point
 $\rightarrow$ 2-Approximation

If disk $B$ contains no grid point, then $B \subset \mathcal{H} \cup \mathcal{V}$ for a horizonal slab $\mathcal{H}$ and vertical slab $\mathcal{V}$
$\rightarrow|P \cap B| \leq k / 4+k / 4=k / 2<k$
Using grids we can compute a 2-approximation of the $k$-enclosing disk in $O\left(n(n / k)^{2}\right)$ time.
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Analysis:discussion + see book

Outline

1. Closest Pair Problem - part 1 Exercise 1.2 (A) - part 1
2. Closest Pair Problem - part 2 Exercise 1.2 (A) - part 2
3. $k$-enclosing Disk Problem
4. $(1+\varepsilon)$-approximation: Exercise 1.2 (B)

## Exercise 1.2 (B)

Compute clustering radius (Exercise 1.2 from book)
Let $C$ and $P$ be two given sets of points in the plane, such that $k=|C|$ and $n=|P|$. Let $r=\max _{p \in P} \min _{c \in C}\|c-p\|$ be the covering radius of $P$ by $C$.
A) Give an $O(n+k \log n)$ expected time algorithm that outputs a number $\alpha$, such that $r \leq \alpha \leq 10 r$.
B) For $\varepsilon>0$, give an $O\left(n+k \varepsilon^{-2} \log n\right)$ expected time
 algorithm that outputs a number $\alpha$, such that $\alpha \leq r \leq(1+\varepsilon) \alpha$.

## Exercise 1.2 (B)

For $\varepsilon>0$, give an $O\left(n+k \varepsilon^{-2} \log n\right)$ expected time algorithm that outputs a number $\alpha$, such that $\alpha \leq r \leq(1+\varepsilon) \alpha$.
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## Techniques

- approximate decision problem allows to fix the grid
- reduce optimization problem to decision problem using few calls: randomization (in other settings also binary search)
- grid vertices as candidate solution
- $(1+\varepsilon)$-approximation: grid cells of sidelength $O(\alpha \varepsilon) \quad$ (do Exercise 1.2.B!)

